Boundary integral solutions of coupled Stokes and Darcy flows
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A B S T R A C T

An accurate computational method based on the boundary integral formulation is presented for solving boundary value problems for Stokes and Darcy flows. The method also applies to problems where the equations are coupled across an interface through appropriate boundary conditions. The adopted technique consists of first reformulating the singular integrals for the fluid quantities as single and double layer potentials. Then the layer potentials are regularized and discretized using standard quadratures. As a final step, the leading term in the regularization error is eliminated in order to gain one more order of accuracy. The numerical examples demonstrate the increase of the convergence rate from first to second order and show a decrease in magnitude of the error. The coupled problems require the computation of the gradient of the Stokes velocity at the common interface. This boundary condition is also written as a combination of single and double layer potentials so that the same approach can be used to compute it accurately. Extensive numerical examples show the increased accuracy gained by the correction terms.
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1. Introduction

In this paper we present a numerical method for solving problems of free fluid flow coupled with a porous medium flow. These arise in many industrial applications, such as filtration, oil recovery, fluid flow though body tissues [40], the remediation of soils by means of bacterial colonies [2]. We consider the model of Stokes equations in the fluid region coupled across a fixed interface with Darcy’s equations in the porous region. In this setting, the governing equations have different orders in different regions and the interface conditions that couple the flows have to be chosen carefully.

Obtaining analytical solutions is not feasible for general problems with complex geometries, so various numerical methods have been developed, mostly based on the domain decomposition method and the finite element method ([17,28,22,33,10,20,21,34]). There also have been attempts to deal with similar problems with the use of fundamental solutions and boundary integral methods ([18,41,9]).

Our objective is to develop a method based on the boundary integral formulation for computing the fluid/porous medium problem with high accuracy using fundamental solutions of Stokes and Darcy’s equations. The boundary integral formulation is a natural approach for viscosity-dominated flows. In this formulation, the solutions are represented as integrals over the boundaries, so the dimension of the computation reduces by one. This is advantageous for problems with large domains, exterior domains, and situations where the boundary may have a complicated nature, since only the boundary has to be discretized. The difficulty arises in the singularities in the integrands. A natural approach to deal with singular integrals is to regularize the integrands and discretize the integrals by a simple quadrature. We use the regularization method proposed
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for Stokes flow by Cortez in [14] to approximately evaluate the integrals. The regularization error in the method is analyzed and a correction to eliminate the leading order term is derived. This has been done previously for the case of Stokes flow alone but not for Darcy’s law or for the coupled Stokes–Darcy problem. When the evaluation point is near the boundary, the integrals are nearly singular. This causes traditional quadrature techniques with a fixed number of nodes to give inaccurate results. Our main goal is then to increase the accuracy, which is especially critical for the boundary conditions at the interface, where the derivative of velocity is needed. Corrections advance the accuracy of the method to the next order. As our results show, this is true for all fluid quantities in both domains and across the interface.

1.1. The model equations

Stokes flows appear in many applications where the fluid viscosity is high and/or the velocity and length scales are small. In dimensional form, the steady state equations are

\[\begin{align*}
0 &= -\nabla p + \mu \Delta \mathbf{u} + \mathbf{f}, \\
\nabla \cdot \mathbf{u} &= 0,
\end{align*}\]

where \(p\) is the pressure, \(\mathbf{u}\) is the velocity vector, and \(\mathbf{f}\) is the external force per unit volume.

On the macroscopic scale, a porous medium can be described by a model where the solid and the fluid occupy the entire volume. The medium is regarded as a homogeneous domain and modeled as a continuum where a representative volume element is larger than the average pore size but much smaller than the length scale of the system. For this model of saturated flow in homogeneous porous media, the balance of momentum is given by Darcy’s law:

\[\mathbf{u} = -\frac{K}{\mu} \nabla p,\]

where \(\mathbf{u}\) and \(p\) are the (averaged) fluid velocity and hydrostatic pressure, \(\mu\) is the fluid dynamic viscosity, and \(K\) is the permeability of the porous medium. The last quantity depends on the structure of the solid matrix. We will assume that the medium is isotropic, \(K = kl\), where \(k\) is an averaged quantity that encodes the information about the pore structure, although this assumption is not essential. Since in the Darcy’s equations viscous stresses on the fluid are neglected and only the damping force of the porous medium is considered, it is valid for small permeabilities. See, for example, [7,36,45].

1.2. Interface conditions

The flow region that contains both Stokes and Darcy flows requires a careful coupling of these different systems at the interface through appropriate boundary conditions. One condition is continuity of the normal components of velocity,

\[\mathbf{u}_S \cdot \hat{n} = \mathbf{u}_D \cdot \hat{n}.\]

Here we denote the Stokes quantities by subscript \(S\) and Darcy quantities by subscript \(D\). This condition represents mass conservation across the interface, but it is not sufficient in order to have a fully described system. Since we are considering a viscous model, a condition on the tangential component of velocity is needed. The condition classically imposed was zero tangential velocity along the interface. But as noted in [28] for example, this condition was not in good agreement with experimental observations. It is valid at an impermeable boundary and is not suitable at a naturally permeable wall.

Assumptions that are accepted in the derivation of Darcy’s law, like the periodicity of the porous medium, or its homogeneity, break down near boundaries. Effective boundary conditions need to be formulated to account for the boundary layers near the interfaces. The condition widely accepted was derived experimentally by Beavers and Joseph [8] and verified rigorously by Saffman [42]. It states that the difference between the tangential components of the free fluid velocity and the filtration velocity is proportional to the shear stress from the free fluid and the proportionality constant depends linearly on the square root of the permeability,

\[\frac{\partial u^{(5)}_S}{\partial n} = \frac{\gamma}{\sqrt{K}} (u^{(5)}_S - u^{(5)}_D)\]

along the interface between the two regions. Here, as before, \(k\) is the permeability of the isotropic medium and \(\gamma\) is a dimensionless slip coefficient that depends on the geometry of the porous medium. \(u^{(5)}_S\) is the tangential velocity and \(\hat{n}\) is the unit normal vector that points out of the region of free flow and into the porous region.

According to the condition of Beavers and Joseph, the velocity across the interface does not have to be continuous, and the magnitude of the slip is directly proportional to the shear stress. In his study of this condition, Saffman in [42] used a statistical approach to show that the Darcy velocity is \(O(k)\) relative to the Stokes velocity and proposed a modification with the Darcy term omitted,

\[\frac{\partial u^{(5)}_S}{\partial n} = \frac{\gamma}{\sqrt{K}} u^{(5)}_D.\]
This is the condition we use in this paper. The third condition we use at the interface is continuity of normal component of the normal stress:

\[ \sigma_{ij}^n = \frac{1}{2} \left( \nabla \cdot (\mathbf{u} + \mathbf{u}_0) + \nabla \cdot (\mathbf{u} - \mathbf{u}_0) \right)\mathbf{n}, \]

where \( \mathbf{D}_t = \frac{1}{2} \left[ \nabla \mathbf{u}_t + \left( \nabla \mathbf{u}_t \right)^\top \right] \) is the Stokes deformation tensor. This condition allows the pressure to be discontinuous. The numerical solution proposed in this work approximates all the fluid quantities to the same accuracy, thus allowing for implementation of continuity of pressure as well, when it is more appropriate. For discussion on the coupling conditions we refer to Jager and Mikelić [25], Layton et al. [28], Discacciati et al. [17].

1.3. Boundary integral formulation of Stokes flow

The fundamental solutions form the basis of the boundary integral methods that are used to construct solutions of general boundary value problems. The fundamental solution of (1) and (2), or the Stokeslet, is associated with a singular point force of strength \( f_0 \) concentrated at a point \( x_0 \) in free space,

\[ \mathbf{f}(\mathbf{x}) = f_0 \delta(\mathbf{x} - \mathbf{x}_0), \]

where \( \delta(\mathbf{x}) \) is the two- or three-dimensional Dirac delta function. The pressure and velocity associated with the Stokeslet have the following well-known expressions ([14])

\[ p(\mathbf{x}) = f_0 \cdot \nabla G(\mathbf{x} - \mathbf{x}_0), \]

\[ \mu \mathbf{u}(\mathbf{x}) = -f_0 G(\mathbf{x} - \mathbf{x}_0) + (f_0 \cdot \nabla) B(\mathbf{x} - \mathbf{x}_0), \]

where \( G \) and \( B \) are solutions of \( \Delta G(\mathbf{x}) = \delta(\mathbf{x}) \) and \( \Delta B(\mathbf{x}) = G(\mathbf{x}) \) in free space:

\[ G(\mathbf{x}) = \frac{1}{2\pi} \ln |\mathbf{x}|-1 \quad \text{in} \quad \mathbb{R}^2 \]

\[ B(\mathbf{x}) = -\frac{|\mathbf{x}|}{4\pi |\mathbf{x}|} \quad \text{in} \quad \mathbb{R}^3. \]

The superposition of Stokeslets and their derivatives, which represent other, more singular solutions of Stokes equations, are used to construct models for many applications in areas like slender body theory, flagellar hydrodynamics, lubrication theory, and numerous others ([11,29–31,26,32,24,33,37–39,43,16]).

In cases when the body force is applied on the surface of a fluid volume, a boundary integral formulation represents the Stokes velocity and pressure as integrals over the boundaries, so the problem reduces its dimensionality. For a given set of boundary conditions, we can represent both solutions as singular integrals. For example, for Stokes flow in a region \( \Omega \) with boundary given by \( \partial \Omega \), we can write the solution as

\[ p(\mathbf{x}) = \int \int_{\partial \Omega} \mathbf{f}(\mathbf{s}) \cdot \nabla G(\mathbf{x} - \mathbf{x}(s)) \, \mathrm{d}s, \]

\[ \mu \mathbf{u}(\mathbf{x}) = \int \int_{\partial \Omega} \left\{ -\mathbf{f}(\mathbf{s}) G(\mathbf{x} - \mathbf{x}(s)) + (\mathbf{f}(\mathbf{s}) \cdot \nabla) B(\mathbf{x} - \mathbf{x}(s)) \right\} \, \mathrm{d}s, \]

where the force \( \mathbf{f} \) is distributed along the boundary \( \partial \Omega \). Imposing velocity boundary conditions results in solving integral equations of the first or second kind for the unknown force. The difficulty of this formulation is in the singularities in the integrands. As presented in this paper, we can regularize the kernels and discretize the integrals by a quadrature. But as the evaluation point \( \mathbf{x} \) approaches a boundary point \( \mathbf{x}(s) \), the integrals become nearly singular, and without further modifications traditional integration quadratures do not give the desired accuracy. The integrals for Stokes flow in a closed domain in two dimensions were computed with high accuracy in [14,6].

The integral in (5) is continuous across the boundary, but the integral in (4) is more singular and has different limiting values on either side of the boundary which are different from the value on the boundary itself. Thus, for this pressure representation, some modifications are required to account for the jump conditions at the boundary in an interior/exterior problem. In a coupled Stokes–Darcy problem, the interface condition (3) requires accurate computation of the velocity gradients. Although the velocity representation (5) is continuous, the derivative of the integral will have a jump across the boundary of the domain. Therefore, similarly to pressure, when the velocity gradients are needed on the boundary, certain jump conditions have to be incorporated into the solution. In addition, the singularities in the kernels increase with each differentiation, and this presents additional difficulties in the management of singular and nearly singular integrals. In Section 3.2, we give the integral representation for velocity derivatives, which is then regularized. This allows us to reduce the error by adding a correction term. The correction takes care of the jump at the boundary automatically.
1.4. Boundary integral formulation of Darcy flow

The Darcy equations are linear as well. Therefore, we find the fundamental solution by solving
\[
\begin{align*}
\frac{\mu}{k} \mathbf{u} &= -\nabla p + \mathbf{g}_d \delta(\mathbf{x} - \mathbf{x}_d), \\
\nabla \cdot \mathbf{u} &= 0.
\end{align*}
\]

Then it can be integrated over the boundary of the flow region \( \Omega \) to obtain
\[
\begin{align*}
p(\mathbf{x}) &= \int_0^L g(s) \cdot \nabla G(\mathbf{x} - \mathbf{x}(s)) \, ds, \\
\mu \mathbf{u}(\mathbf{x}) &= -k \int_0^L (g(s) \cdot \nabla)G(\mathbf{x} - \mathbf{x}(s)) \, ds. 
\end{align*}
\]
(6) (7)

The Darcy pressure has the same expression as the Stokes pressure, but kernels in the Darcy velocity are more singular than the Stokeslet, making it more difficult to obtain high accuracy in the numerical computation of the integrals.

2. Numerical method

2.1. Regularization and error

In many situations it is desirable to smooth out the singularity in the Stokeslet, that is, to solve the Stokes equations where the force is not concentrated at a single point, but rather over a small ball of radius \( \delta \):
\[
f(\mathbf{x}) = f_0 \xi_\delta(\mathbf{x} - \mathbf{x}_0).
\]

Here, \( \xi_\delta \) is a smooth function, or blob, that satisfies \( \int \xi_\delta(\mathbf{x}) \, d\mathbf{x} = 1 \), and is usually chosen to be radially symmetric. Also, \( G \) and \( B \) are then smooth approximations of \( G \) and \( B \), and can be found by solving \( \Delta G_\delta(\mathbf{x}) = \xi_\delta(\mathbf{x}) \) and \( \Delta B_\delta(\mathbf{x}) = G_\delta(\mathbf{x}) \) in free space. Then the regularized Stokeslet is defined as the exact solution of the Stokes equations with the regularized force ([14,15])
\[
\begin{align*}
p^\delta(\mathbf{x}) &= f_0 \cdot \nabla G_\delta(\mathbf{x} - \mathbf{x}_0), \\
\mu \mathbf{u}^\delta(\mathbf{x}) &= -f_0 G_\delta(\mathbf{x} - \mathbf{x}_0) + (f_0 \cdot \nabla)\nabla B_\delta(\mathbf{x} - \mathbf{x}_0).
\end{align*}
\]

The linearity of the governing equations allows the superposition of solutions due to different singularities in the fluid, so for \( N \) forces \( f_k \) located at \( \mathbf{x}_k \), we can express the pressure and velocity as
\[
\begin{align*}
p^\delta(\mathbf{x}) &= \sum_{k=1}^N f_k \cdot \nabla G_\delta(\mathbf{x} - \mathbf{x}_k), \\
\mu \mathbf{u}^\delta(\mathbf{x}) &= \mathbf{U} + \sum_{k=1}^N \{-f_k G_\delta(\mathbf{x} - \mathbf{x}_k) + (f_k \cdot \nabla)\nabla B_\delta(\mathbf{x} - \mathbf{x}_k)\},
\end{align*}
\]
(8) (9)

where \( \mathbf{U} \) is a constant flow that can be added to make the total constant flow zero. When forces are distributed on a surface \( \Gamma \) described by \( \mathbf{x}(s) \), the regularized Stokes solution is
\[
\begin{align*}
p^\delta(\mathbf{x}) &= \int_\Gamma f(s) \cdot \nabla G_\delta(\mathbf{x} - \mathbf{x}(s)) \, ds, \\
\mu \mathbf{u}^\delta(\mathbf{x}) &= \mathbf{U} + \int_\Gamma \{-f(s) G_\delta(\mathbf{x} - \mathbf{x}(s)) + (f(s) \cdot \nabla)\nabla B_\delta(\mathbf{x} - \mathbf{x}(s))\} \, ds,
\end{align*}
\]

and Eqs. (8) and (9) can be viewed as a discretization of the boundary integrals by a simple quadrature.

In two dimensions, we choose the following radially symmetric blob:
\[
\xi_\delta(r) = \frac{2\delta^4}{\pi(r^2 + \delta^2)^2},
\]

where \( r = |\mathbf{x}| \). Then the corresponding regularized Green’s function is
\[
G_\delta(r) = \frac{1}{4\pi} \left[ \ln(r^2 + \delta^2) - \frac{\delta^2}{r^2 + \delta^2} \right].
\]

Similarly,
\[
B_\delta(r) = \frac{1}{r} \int_0^r s G_\delta(s) \, ds = \frac{r}{8\pi} [\ln(r^2 + \delta^2) - 1].
\]
With these, the pressure and velocity due to a single point force \( f_0 \) are equal to

\[
p^i(x) = \frac{1}{2\pi} (f_0 \cdot (x - x_0))A_i(r_0),
\]

\[
\mu u^i(x) = -\frac{f_0}{4\pi} H_i(r_0) + \frac{1}{4\pi} (f_0 \cdot (x - x_0))(x - x_0)J_i(r_0),
\]

where

\[
A_i(r) = \frac{r^2 + 2\delta^2}{(r^2 + \delta^2)^3}, \quad H_i(r) = \frac{1}{2} \ln(r^2 + \delta^2) - \frac{\delta^2}{r^2 + \delta^2}, \quad J_i(r) = \frac{1}{r^2 + \delta^2}.
\]

We can now rewrite (8) and (9) as

\[
p^i(x) = \sum_{k=1}^{N} \frac{1}{2\pi} (\mathbf{f}_k \cdot (x - x_k))A_i(r_k),
\]

\[
\mu u^i(x) = \sum_{k=1}^{N} \left\{ -\frac{f_0}{4\pi\mu} H_i(r_k) + \frac{1}{4\pi\mu} (f_0 \cdot (x - x_k))(x - x_k)J_i(r_k) \right\},
\]

with \( r_k = |x - x_k| \), which we write using vector notation as

\[
\begin{pmatrix}
p^i(x) \\
u^i(x)
\end{pmatrix} = \sum_{k=1}^{N} \begin{pmatrix} A^i(x - x_k) \\
A^n(x - x_k)\end{pmatrix} f_k,
\]

(11)

where

\[
A^i(x) = \frac{1}{2\pi} (x A_i(r), y A_i(r))
\]

and

\[
A^n(x) = \frac{1}{4\pi\mu} \begin{pmatrix} -H_i(r) + x^2J_i(r) & xyJ_i(r) \\
xyJ_i(r) & -H_i(r) + y^2J_i(r)\end{pmatrix}.
\]

These formulas can be used in two ways: first, if the forces on the boundary are known, they can be used to compute the fluid quantities everywhere. Second, if the forces are not known, but say, velocity is given on the boundary, the linear system that results from evaluating (11) at all boundary points can be solved for the forces and then the same formulas can be used to compute the flow anywhere. This method has been successfully applied to many problems, like swimming of helical bacteria, such as spirochetes and E. coli ([15,19,12]), the method of images was derived for near-wall effects ([11]), and there is still ongoing research with the use and analysis of this method.

To couple the Stokes flow with the flow in a porous medium, we find the regularized fundamental solution of Darcy’s equations, i.e. we solve

\[
\frac{\mu}{k} u^d = -\nabla p^d + g_0 \zeta_0(x - x_0), \quad \nabla \cdot u^d = 0,
\]

the solution to which is

\[
p^d(x) = g_0 \cdot \nabla g_0(x - x_0),
\]

\[
\mu u^d(x) = k \{g_0 \zeta_0(x - x_0) - (g_0 \cdot \nabla)\nabla g_0(x - x_0)\}.
\]

The Darcy pressure has the same expression as the Stokes pressure, and the Darcy velocity is the negative Laplacian of the Stokeslet. When this solution is integrated over a boundary and a quadrature rule is applied to discretize the integrals, the resulting numerical method is

\[
p^d(x) = \sum_{j=1}^{N} g_j \cdot \nabla g_j(x - x_j),
\]

(12)

\[
\mu u^d(x) = k \sum_{j=1}^{N} \{g_j \zeta_0(x - x_j) - (g_j \cdot \nabla)\nabla g_j(x - x_j)\},
\]

(13)

where \( g_j \) approximates the total force over the patch of grid containing \( x_j \).

The aim of this work is to address the error made in the method and to reduce it. It is important to note that if the forces are to be computed from given velocity and pressure, the pressure equation has to be modified at the boundary, since it is known that though the velocity is continuous, the pressure integral has discontinuities across boundaries. More accurate quadrature rules could be used to discretize the boundary integrals, resulting in slight modifications of the Eq. (11), due to the weights of the specific quadrature.

The error in the solution of (11) has two parts – the error due to regularization and the error due to the discretization of the boundary integrals, which correspond to the following dependence on the boundary discretization size $h$ and regularization $\delta$:

$$E(\delta, h) \approx C_1\delta^t + C_2\frac{h^p}{\delta^q},$$

(14)

for some powers $t, p, q$ ([15]). It can be seen from this dependence that for a fixed discretization size $h$, the regularization term increases with $\delta$ and dominates the error when $\delta$ is large. On the other hand, the discretization term increases without bound as $\delta \to 0$. Consequently, the error curve for fixed $h$ has a minimum as a function of the regularization parameter $\delta$. The value of $\delta$ that leads to this minimum error is referred to as the optimal regularization value.

2.2. A motivating example

We focus on reducing the regularization error. It was demonstrated in [15] that the regularization error is $O(\delta^2)$ in the far field and only $O(\delta)$ in the near field, i.e. when the evaluation point is close to the boundary. This is true when the forces on the boundary are known to be exact. However, we have found that when the boundary force must be computed first from velocity boundary conditions, the error in the force turns out to be $O(\delta)$ because it comes from a near-field computation. This makes the error in all subsequent computations that use the force (even in the far field) be $O(\delta)$.

We use the same test problem from [15] of a unit solid sphere centered at the origin translating with velocity $U = (0,0,U_3)$, but rather than assigning the exact force density at every point on the surface, we use the boundary condition for the velocity to set up a linear system for the forces. We solve the system iteratively using GMRES and then use the resulting forces to compute the velocity at other points. The error in the boundary velocity is now only due to solving the linear system and therefore very small, but at the far-field point (1.5,0,0), the error shows only first order convergence, shown in Fig. 1. The error in velocity using the exact force density is shown in dashed. The forces computed from the linear system converge as $O(\delta)$ as well. $F_3$ is the third component of the total force.

2.2.1. The idea of the correction terms

To modify the velocity formulation in the numerical method and improve the convergence of the near field to $O(\delta^2)$, consider the error due to regularization:

$$\mu(u(x) - u(0)) = -\int_{\partial\Omega} f(s)(G - G_\delta)(x - x(s))ds + \frac{1}{\pi} \int_{\partial\Omega} f(s) \cdot \nabla (B - B_\delta)(x - x(s))ds. \tag{15}$$

Assume $x(s')$ is the boundary point closest to $x$ (Fig. 2). If the force is smooth along the boundary, we can write $f(s) = f(s') + f(s)(s - s') + O((s - s')^2)$ for $s$ near $s'$. For $s$ far from $s'$, the integrands are very small due to the fast decay of $G - G_\delta$. For the specific blobs discussed here,

$$G(r) - G_\delta(r) = \begin{cases} O\left(\frac{\rho}{\pi}\right) & \text{in } \mathbb{R}^2 \\ O\left(\frac{\rho}{\pi}\right) & \text{in } \mathbb{R}^3 \end{cases}$$

Fig. 1. Log$_{10}$ of the error in velocity at the point (1.5,0,0) with exact forces (top, dashed) and computed forces (top, solid), and log$_{10}$ of the error in the total force (bottom).
for $\delta \ll r$. This difference can be made even smaller with blobs that, for example, have compact support or decay to zero exponentially.

To increase the order of convergence, we eliminate the error due to the first term in the series expansion of the force, i.e. a new way of approximating the velocity is

$$
\mu \mathbf{U}^i(x) = -\int_{\partial \Omega} \mathbf{f}(s) G_0(x - x(s)) \, ds + \int_{\partial \Omega} (\mathbf{f}(s) \cdot \nabla) \mathbf{B}_0(x - x(s)) \, ds
- \int_{\partial \Omega} (\mathbf{f}(s') (G - G_0)(x - x(s)) \, ds + \int_{\partial \Omega} (\mathbf{f}(s') \cdot \nabla) (B - B_0)(x - x(s)) \, ds.
$$

The first line represents the original uncorrected boundary integrals, and the second line is a correction term that reduces the regularization error to the next order of convergence. $\mathbf{f}(s')$ factors out of the integrals and when solving the linear system for the forces, the correction terms represent additional coefficients to the diagonal elements. The size of the matrix does not increase.

As a test example with non-constant forces, we apply a singular force $\mathbf{F} = (0,0,1)$ at the origin and compute the exact velocity on the surface of the unit sphere as a singular Stokeslet

$$
\mathbf{U}(x) = \frac{\mathbf{F}}{8\pi \mu} + \frac{1}{8\pi \mu} |\mathbf{F} \cdot x|,
$$

with $|x| = 1$. Now the forces on the surface of the sphere are unknown, and we set up a matrix system to compute them. We compare the original regularized formula with the corrected one. Fig. 3 shows the error in the third component of velocity as a function of the regularization size and its log–log plot for 2402 points on the surface. The regularization error is considerably reduced in magnitude and the order of convergence increases from $O(\delta)$ to $O(\delta^2)$. This indicates that adding correction terms improves convergence in the near field, and therefore, in the computed forces, to second order, so the error of the fluid velocity in the far field is $O(\delta^2)$ as well.

Next, we review some potential theory that will be used to increase accuracy when computing the two-dimensional integrals.

2.3. Potential theory

Given continuous functions $\phi$ and $\psi$ on the boundary of a bounded domain $\Omega \subset \mathbb{R}^2$, the integrals

$$
S(\mathbf{x}, \phi, \psi) = \int_{\partial \Omega} \phi(s) G_{\psi}(\mathbf{x} - x(s)) \, ds
$$

Fig. 3. Velocity error using uncorrected (dashed lines) and corrected (solid lines) expressions at the point (1.5,0,0).
and

\[ D(x, \psi) = \int_{\partial \Omega} \psi(s) \hat{n}(s) \cdot \nabla G(x - x(s)) ds, \]

are referred to as single layer and double layer potentials with densities \( \phi \) and \( \psi \). In the present context, the single layer potential represents the velocity potential due to a boundary distribution of point sources, whereas the double layer potential can be interpreted as the velocity potential of a boundary distribution of point-source dipoles. The classical potential theory shows that both the single and double layer potentials are harmonic functions in \( \Omega \) and \( \mathbb{R}^2 \setminus \Omega \) ([13,27]). In addition, for smooth boundaries, (17) is continuous across the boundary, whereas (18) has different limiting values when approaching the boundary from the interior and the exterior of the domain. These jump conditions follow from the known identity

\[ \int_{\partial \Omega} \hat{n}(s) \cdot \nabla G(x - x(s)) ds = \begin{cases} -1, & x \in \Omega \\ -1/2, & x \in \partial \Omega \\ 0, & x \in \mathbb{R}^2 \setminus \Omega \end{cases}. \]

More specifically, \( D(x, \psi) \) has a discontinuity equal to \( \psi \) across \( \partial \Omega \). Therefore, it needs some corrections in order to solve boundary value problems. For example, the solution of the Dirichlet problem

\[ \Delta \psi = 0 \text{ in } \Omega, \quad \psi = g \text{ on } \partial \Omega, \]

is expressed as a double layer potential for some density \( \psi \) which is determined from \( g \) as the solution of the following Fredholm integral equation of the second kind,

\[ -\frac{1}{2} \psi(x) + \int_{\partial \Omega} \psi(s) \cdot \nabla G(x - x(s)) ds = g(x), \quad x \in \partial \Omega. \]

Numerical treatment often involves some regularization procedure and evaluation of the integrals by a standard quadrature rule. But without special care, these integrals are nearly singular when the evaluation point is close to the boundary, since the regular kernels have large derivatives. This problem was addressed in [5,4,3]. Beale and Lai [5] developed a method for evaluating nearly singular integrals in two dimensions accurately by first regularizing the kernels and discretizing the integrals in a standard way, and then adding corrections for the low-order errors due to regularization and discretization. It was applied to Stokes equations in [14]. The method was then extended to elliptic equations in three dimensions in [4]. Motivated by this work, we rewrite all the fluid quantities in terms of potentials and calculate the first correction of the regularization error. The next step will be to compute corrections analogous to Beale and Lai’s to achieve even higher accuracy.

Derivatives of potentials are also harmonic in \( \Omega \) and for a boundary described by \((x(s), y(s))\), can be computed at \( x \in \Omega \) as ([5,35])

\[
\begin{align*}
\frac{\partial}{\partial x} S(x; \phi) &= S(x; (\phi x_y)_y) + D(x; \phi y_x), \\
\frac{\partial}{\partial y} S(x; \phi) &= S(x; (\phi y_x)_x) - D(x; \phi x_y), \\
\frac{\partial}{\partial x} D(x; \psi) &= S(x; (\phi y_x)_y) + D(x; \phi y_x), \\
\frac{\partial}{\partial y} D(x; \psi) &= S(x; (\phi x_y)_x) + D(x; \phi x_y).
\end{align*}
\]

3. Reformulation of the boundary integrals in \( \mathbb{R}^2 \)

The observations shown in the previous section for three dimensions will be analogous in the two-dimensional case. This means that when using the uncorrected expressions to solve boundary value problems for Stokes and Darcy flows to compute the forces, the accuracy of the solution will decrease. Note that the error is larger when we regularize more singular kernels. In this section we compute corrections of the regularization error in two dimensions for the pressure, Stokes and Darcy velocities, and velocity gradients using a slightly different approach – we first rewrite all integrals in terms of potentials.

3.1. Stokes pressure and velocity

Using the decomposition \( f(s) = f^{(o)}(s) \hat{n}(s) + f^{(t)}(s) \hat{t}(s) \) of the force, where \( \hat{t}(s) \) is the tangential and \( \hat{n}(s) \) is the outward normal vectors at \( s \), the Stokes pressure and velocity at \( x \in \Omega \) can be written in terms of potentials as

\[ p(x) = \int_{\partial \Omega} f^{(o)}(s) \hat{n}(s) \cdot \nabla G(x - x(s)) ds + \int_{\partial \Omega} f^{(t)}(s) G(x - x(s)) ds = S(x; f^{(o)}) + D(x; f^{(t)}), \]

where the single layer potential is obtained by integration by parts, and

\[ u(x) = \int_{\partial \Omega} \frac{f(s)}{2\mu} G(x - x(s)) ds + \int_{\partial \Omega} \frac{x - x(s)}{2\mu} [f(s) \cdot \nabla G(x - x(s))] ds = S(x; \phi) + D(x; \psi), \]

where
\[
\phi(s) = -\frac{f(s)}{2\mu} + \left[\frac{x - x(s) - f(s)}{2\mu}\right],
\]
\[
\psi(s) = \frac{x - x(s)}{2\mu} f(s).\]

For details of derivation, refer to [14]. Note here that both the pressure and velocity have double layer parts, but the integrand is zero on the boundary for \(u\), whereas it is nonzero for \(p\). This means that when \(x \in \partial \Omega\), the pressure has to be computed as
\[
p(x) = \int_{\partial \Omega} f(s) n(s) \cdot \nabla G(x - x(s)) ds + \int_{\partial \Omega} f^{(s)}(s) G(x - x(s)) ds - \frac{1}{2} f^{(n)}(x).
\]

The numerical method with corrections is based on regularizing the functions and eliminating the highest-order error. This idea was shown in Section 2.2.1, where (15) represents the error due to regularization, and the largest part is added to the numerical solution to reduce the error, as shown in (16). Similarly, we regularize the kernels in (19) and (20) and add the leading term of regularization error to get
\[
P^\circ(x) = \int_{\partial \Omega} f^{(n)}(s) n(s) \cdot \nabla G_\delta(x - x(s)) ds + \int_{\partial \Omega} f^{(s)}(s) G_\delta(x - x(s)) ds - f^{(n)}(s) \left[1 - I_s^{(n)}(x)\right] + f^{(s)}(s) \left[I^C(x) - l_s^D(x)\right].\]

and
\[
U^\circ(x) = \int_{\partial \Omega} \phi(s) G_\delta(x - x(s)) ds + \int_{\partial \Omega} \psi(s) n(s) \cdot \nabla G_\delta(x - x(s)) ds + \phi(s') \left[I^C(x) - I_s^D(x)\right] - \psi(s') \left[1 - I_s^{(n)}(x)\right],
\]
for \(x \in \Omega\), where we defined
\[
l_s^{(n)}(x) = -\int_{\partial \Omega} n(s) \cdot \nabla G_\delta(x - x(s)) ds,
\]
\[
l_s^C(x) = \int_{\partial \Omega} G_\delta(x - x(s)) ds,
\]
\[
l_s^D(x) = \int_{\partial \Omega} G_\delta(x - x(s)) ds.
\]

When \(x \in \partial \Omega\), \(l_s^{(n)}(x) \approx 1/2\), so the corrections take care of the double layer discontinuity automatically.

3.2. Velocity gradients

In the coupled Stokes–Darcy case, the derivatives of Stokes velocity are needed at the interface. To achieve the same accuracy everywhere, it is necessary to reformulate the integrals for the velocity gradients and compute the corrections. Since the velocity can be represented as a sum of single and double layer potentials, we can compute \(\partial u \partial y\), for example, as
\[
\begin{align*}
\frac{\partial u}{\partial y}(x) &= \frac{\partial}{\partial y} S(x; \phi_1) + \frac{\partial}{\partial y} D(x; \psi_1) = \int_{\partial \Omega} \left[\phi_1(s) x'(s) - \psi_1(s) y'(s)\right] \frac{\partial G(s)}{\partial y} ds + \int_{\partial \Omega} \left[\phi_1(s) y'(s) + \psi_1(s) x'(s)\right] \frac{\partial G(s)}{\partial n} ds,
\end{align*}
\]
where we denote \((\cdot)' = \frac{\partial}{\partial s} (\cdot)\). Unlike \(u\), \(\partial u \partial y\) has nonzero double layer integrands on \(\partial \Omega\), so without modification to account for the discontinuity, the calculation will be inaccurate there.

Again, these are nearly singular integrals when \(x\) is near the boundary, so to gain accuracy, we compute like before, regularizing the kernels and eliminating the largest error:
\[
\begin{align*}
\frac{\partial U^\circ}{\partial y}(x) &= \int_{\partial \Omega} \left[\phi_1(s) x'(s) - \psi_1(s) y'(s)\right] \frac{\partial G(s)}{\partial y} ds + \left[\phi_1(s) x'(s) - \psi_1(s) y'(s)\right]_{s=\partial \Omega} \left[1 - I_s^{(n)}(x)\right] \\
&+ \int_{\partial \Omega} \left[\phi_1(s) y'(s) + \psi_1(s) x'(s)\right] \frac{\partial G(s)}{\partial n} ds + \left[\phi_1(s) y'(s) + \psi_1(s) x'(s)\right]_{s=\partial \Omega} \left[I^C(x) - I_s^D(x)\right].
\end{align*}
\]

which can be written as
\[
\begin{align*}
\frac{\partial U^\circ}{\partial y}(x) &= \int_{\partial \Omega} \frac{f(s)}{2\mu} \frac{\partial G(s)}{\partial y} ds + \int_{\partial \Omega} x - x(s) \left[\frac{f(s) \cdot \nabla G(s)}{2\mu}\right] ds + \int_{\partial \Omega} x - x(s) f(s) G(s) \frac{\partial G(s)}{\partial y} ds \\
&+ \left[\frac{f(s)}{2\mu} - \frac{x'(s)}{2\mu} f^{(s)}(s) \right] x'(s) \left[1 - I_s^{(n)}(x)\right] \\
&+ \left[\frac{f(s)}{2\mu} - \frac{x'(s)}{2\mu} f^{(s)}(s) \right] y'(s) \left[I^C(x) - I_s^D(x)\right] \\
&- \left[\frac{x'(s)}{2\mu} f^{(n)}(s) + \frac{x - x(s)}{2\mu} f^{(s)}(s) \right] y'(s) \left[1 - I_s^{(n)}(x)\right] \\
&+ \left[\frac{x'(s)}{2\mu} f^{(n)}(s) + \frac{x - x(s)}{2\mu} f^{(s)}(s) \right] x'(s) \left[I^C(x) - I_s^D(x)\right].
\end{align*}
\]
Details can be found in [44].

3.3. Darcy velocity

The accuracy of the numerical method in (12) and (13) is compromised due to the near singularity even more in the Darcy velocity, since the expressions are more singular. This can be seen from the fact that Darcy velocity $= -k \Delta$ Stokes velocity. To improve the accuracy, we can modify the Darcy velocity in a similar way, by using the fact that it is proportional to the pressure gradient and computing derivatives of the single and double layer potentials.

$$
\mathbf{u} = -\frac{k}{\mu} \nabla p = -\frac{k}{\mu} \nabla \left[ \int_{\Omega} g_s^{(1)}(s)G(.) ds + \int_{\Gamma_D} g_s^{(n)}(s)\hat{n}(s) \cdot \nabla G(.) ds \right]
$$

$$
= -\frac{k}{\mu} \left\{ -\int_{\Omega} g_s^{(1)}(s)\hat{n}(s) \frac{\partial G(.)}{\partial n(s)} ds + \int_{\Gamma_D} \left[ g_s^{(1)}(s)\hat{t}(s) \right] [G(.) ds - \int_{\Omega} g_s^{(n)}(s)\hat{t}(s) \frac{\partial G(.)}{\partial n(s)} ds - \int_{\Gamma_D} \left[ g_s^{(n)}(s)\hat{n}(s) \right] G(.) ds \right\}.
$$

Once the velocity is represented in terms of the single and double layer potentials, we regularize the kernels and reduce the error like it was done for Stokes quantities in (21) and (22). Using integration by parts, it then simplifies back to ([44])

$$
\mathbf{U}^h(x) = -\frac{k}{\mu} \left\{ -\int_{\Omega} \mathbf{g}(s)\hat{\zeta}_s(x - \mathbf{x}(s)) ds + \int_{\Omega} (\mathbf{g}(s) \cdot \nabla)\nabla G_s(x - \mathbf{x}(s)) ds + \int_{\Omega} g_s^{(1)}(s)\hat{t}(s)\hat{\zeta}_s(x - \mathbf{x}(s)) ds 
\right.
$$

$$
\left. + \left[ g_s^{(1)}(s')\hat{t}(s') + g_s^{(n)}(s')\hat{t}(s') \right] [1 - \mathbf{l}^h_m(\mathbf{x})] + \left[ g_s^{(1)}(s)\hat{t}(s) - g_s^{(n)}(s)\hat{n}(s) \right] \right|_{s=\gamma} [f^\infty(\mathbf{x}) - f_s^0(\mathbf{x})].
$$

4. Numerical results

4.1. Two-dimensional Stokes flow with a slip boundary condition

To test the Beavers–Joseph–Saffman interface condition, consider a simplified Stokes–Darcy problem: incompressible Stokes flow in a two-dimensional rectangular region $(0, L) \times (y_a, y_b)$ driven by a uniform pressure gradient, $p(0, y) = p_0$ and $p(L, y) = p_1$. Let the lower wall be adjacent to a porous medium, but the flow there will be small enough to be neglected (see Fig. 4). The slip boundary condition here is

$$
u = \frac{\sqrt{k}}{\gamma} \frac{\partial u}{\partial y}, \quad y = y_a.
$$

At the upper wall, we impose the no-slip condition: $\mathbf{u}(x, y_b) = 0$. The exact solution in the channel is (profile shown in Fig. 4)

$$
p = \frac{p_1 - p_0}{L} x + p_0,
$$

$$
\mathbf{u} = \left( \frac{p_1 - p_0}{2L\mu} (y' - y^*) (y - y_b), 0 \right),
$$

where

$$
y' = y_a - \frac{\sqrt{k}}{\gamma} (y_b - y_a)
$$

$$
y^* = y_a - \frac{\sqrt{k}}{\gamma} + y_b - y_a.
$$

The numerical experiments were performed with the non-dimensional parameter values $\mu = 1$, $L = 1$, $y_a = 0.3$, $y_b = 0.6$, $p_0 = 2.5$, $p_1 = 0.5$, $k = 2 \cdot 10^{-6}$, $\gamma = 0.1$. We compare two solutions, the first one obtained by approximating the original regularized boundary integrals by the trapezoidal quadrature,
where \( s \) is the parametrization of the boundary, \( \mathbf{x}(s') \) is the boundary point closest to \( \mathbf{x} \), \( \mathbf{A}_i(r), H_i(r), J_i(r) \) are defined in (10), \( \chi(\mathbf{x}) \) is 1 if \( \mathbf{x} \) is on the boundary (\( \mathbf{x} = \mathbf{x}(s') \)) and 0 otherwise. The second solution is obtained by the same discretization of the corrected Eqs. (21) and (22),

\[
\mathbf{P}^i(\mathbf{x}) = \sum_k \frac{1}{2\pi} \mathbf{f}_k \cdot (\mathbf{x} - \mathbf{x}_k) \mathbf{A}(r_k) \Delta s_k - \chi(\mathbf{x}) \frac{1}{2} \mathbf{f}^i(\mathbf{s'}) \mathbf{u}^i(\mathbf{x}) = \sum_k \left\{-\frac{\mathbf{f}_k}{4\pi\mu} \mathbf{H}_i(r_k) + \frac{1}{4\pi\mu} \mathbf{f}_k \cdot (\mathbf{x} - \mathbf{x}_k) \mathbf{A}(r_k) \right\} \Delta s_k,
\]

where \( \mathbf{P}^i(\mathbf{x}) \) is the linear system and once the forces are known, we compute the flow all throughout the channel.

For Eq. (8), the boundary conditions on the right hand side. Derivatives of \( \mathbf{f} \) are computed using second-order finite differences. We solve the linear system and once the forces are known, we compute the flow all throughout the channel.

Fig. 5 shows the profiles at \( x = L/2 \) of the exact velocity and velocity computed using the uncorrected expressions. We use a grid size \( \Delta s = 1/80 \), and a regularization parameter \( \delta = \Delta s \).

The fault of straightforward differentiation of the regularized Stokeslet is apparent in this example. Since we are not using corrections here, the velocity on the lower boundary is not computed correctly. The reason is that the boundary condition on the lower boundary involves \( \partial \mathbf{u} / \partial y \), and the derivative of a single-layer potential involves a double-layer potential, therefore, needs to be modified at the boundary to represent a continuous function. So when computing the gradient of the velocity (or stresses), one has to consider that although the Stokeslet is continuous, its derivative will have a double-layer potential and without modifications will be discontinuous at the boundary. In this case, using the modified expressions is essential. The formula for \( \partial \mathbf{u} / \partial y \) is given in (26), which for our blob gives the following discretized equation:

\[
\frac{\partial \mathbf{u}^i}{\partial y}(\mathbf{x}) = \sum_k \frac{\mathbf{f}^i_k}{4\pi\mu} \left[ \frac{r^2_k + 2\delta^2}{(r^2_k + \delta^2)^2} \right] (y - y_k) \Delta s_k + \sum_k \frac{\mathbf{f}^i_k}{4\pi\mu} \left[ \frac{r^2_k + 2\delta^2}{(r^2_k + \delta^2)^2} \right] (x - x_k) \Delta s_k + \sum_k \left[ \frac{\mathbf{f}^i_k}{2\mu} \left[ \frac{1}{2} \mathbf{f}^i_k \right] \right] (y - y_k) \Delta s_k + \sum_k \left[ \frac{\mathbf{f}^i_k}{2\mu} \left[ \frac{1}{2} \mathbf{f}^i_k \right] \right] (x - x_k) \Delta s_k.
\]

where on the lower boundary of the channel, \( y = y_a \), we assume that \( x'(s) = 1, y'(s) = 0, f(x'(s)) = -f(y'(s)), f^i(y'(s)) = f_i(s) \).

![Fig. 5. Velocity profile in the middle cross-section of the channel.](image-url)
Notice that in the uncorrected case the slip velocity in Fig. 5 on the bottom boundary is about half of what it is supposed to be (which is due to the jump the double layer part of \( \partial u/\partial y \) has across the boundary). The pressure also suffers from the same problem.

To investigate the dependence of the regularization of the random size \( \delta \), we used a fixed discretization size of \( \Delta s = 1/80 \) and varied \( \delta \). Fig. 6 shows the \( \infty \)-norm errors in velocity and pressure, computed using vector norms as

\[
\begin{align*}
\text{two-norm velocity error} & = \left\{ \sum \Delta s \left[ \| u_{\text{exact}} - u_{\text{computed}} \| + (v_{\text{exact}} - v_{\text{computed}}) \| \right]^2 \right\}^{1/2}, \\
\text{\( \infty \)-norm velocity error} & = \max \left\{ \| u_{\text{exact}} - u_{\text{computed}} \| + (v_{\text{exact}} - v_{\text{computed}}) \| \right\}, \\
\text{two-norm pressure error} & = \left\{ \sum \Delta s \left[ \| p_{\text{exact}} - p_{\text{computed}} \| \right]^2 \right\}^{1/2}, \\
\text{\( \infty \)-norm pressure error} & = \max \left\{ \| p_{\text{exact}} - p_{\text{computed}} \| \right\}.
\end{align*}
\]

The two-norm errors behave the same. Notice that both the velocity and pressure errors reach 5–10% in the uncorrected case, and are considerably reduced by a factor of 10 or more in the corrected case. The advance from first order convergence to second is apparent.

Fig. 7 shows graphs of velocities at \( x = L/2 \), computed with \( \delta = \Delta s \) and \( \delta = 3\Delta s \), and the corresponding pressures at \( y = (y_a + y_b)/2 \). The corrected velocity and pressure with \( \delta = \Delta s \) practically overlap the exact solution.

4.2. Darcy flow in two dimensions

For better interpretation of the coupled test examples, we wish to investigate the effect regularization and the quadrature have on the solution of Darcy flow, as this type or regularization has not been applied to porous media flow. The kernels are now more singular, and to ensure smoothness of solutions we will use a cubic spline parametrization of the boundary, i.e. it will be a collection of cubic polynomials

\[
\mathbf{x} = (x, y) = a_i + b_i (x - a_i) + c_i (x - a_i)^2 + d_i (x - a_i)^3,
\]

for \( a_i \leq x \leq a_{i+1}, i = 1, \ldots, N \), with periodic boundary conditions. The arclength \( s = s(x) \) is a smooth map with \( ds/dx = |dx/dx| \), and the unit tangent and normal vectors are \( \hat{t}(x) = T(x)/|T(x)| , \hat{n}(x) = N(x)/|N(x)| \), where \( T(x) = (x'(x), y'(x)) = \mathbf{b} \) and \( N(x) = (y'(x), -x'(x)) = \mathbf{b}^\perp \). We also have

\[
\hat{t}_n(x) = T(x)/T(x)^2 - T(x)[T(x) \cdot T(x)]/|T(x)|^4 = 2c/\|\mathbf{b}\|^2 - b/2b \cdot c/\|\mathbf{b}\|^4.
\]

With this parametrization, we rewrite the integrals with respect to \( x \).

We consider two-dimensional Darcy flow with velocity given on the boundary of \( \Omega = \{(x,y) : x^2 + y^2 \leq 1 \} \). This problem has a smooth boundary parametrized by \( x = \cos(\theta), y = \sin(\theta) \) for \( 0 \leq \theta \leq 2\pi \). As a simple test case, consider the following exact solution

\[
\mathbf{u} = (2x - 1)(y - 1), x(x - 1) - (y - 1)^2, \\
p = \frac{\mu}{k} \left[ x(1 - x)(y - 1) + \frac{(y - 1)^3}{3} + 1 \right].
\]

Parameter values used are \( \mu = 1, k = 1 \).

![Fig. 6](image-url) Log\(_{10}\) of the \( \infty \)-norm error in velocity (left) and pressure (right) at points along the lines \( x = L/2 \) and \( y = (y_a + y_b)/2 \) (dashed – uncorrected solution, solid – corrected).

To investigate the velocity expressions, we solve the full Darcy's equations on the unit disc with velocity boundary conditions. The uncorrected velocity is computed as

$$u^i(x) = \frac{k}{2\pi \mu} \sum_k \left[ g_{0k}(r_k) + g_{1k} \cdot (x - x_k) \right] (x - x_k) R_d(r_k) \Delta s_k,$$

where

$$Q_d(r) = \frac{4\delta^4}{(r^2 + \delta^2)^3} - \frac{r^2 + 2\delta^2}{(r^2 + \delta^2)^2},$$

$$R_d(r) = \frac{2(r^2 + 3\delta^2)}{(r^2 + \delta^2)^2}.$$

The corrected velocity, on the other hand, is discretized as

$$U^i(x) = \frac{k}{2\pi \mu} \sum_k \left[ g_{0k}(r_k) + g_{1k} \cdot (x - x_k) \right] (x - x_k) R_d(r_k) \Delta s_k - \frac{k}{\mu} \frac{\partial}{\partial x} W^*,$$

where \(\Delta s = \frac{1}{N^0} \Delta x\) and

$$W^* = \left( \begin{array}{c} \phi \\ \chi \end{array} \right) = -[g_{1k}^{(n)}(s^*) \xi(s^*) + g_{1k}^{(n)}(s^*) \xi(s^*)] [1 - I_0^{(n)}(x)] + [g_{1k}^{(n)}(s) \xi(s) - g_{1k}^{(n)}(s) \xi(s)] |_{s = r}. [F(x) - F(x)].$$

Suppose the tangent and normal components of the forces on the boundary are cubic splines as well, i.e.

$$g^i(x) = a_1^i \xi + b_1^i (\xi - \alpha_i) + c_1^i (\xi - \alpha_i)^2 + d_1^i (\xi - \alpha_i)^3,$$

$$g^p(x) = a_2^i \xi + b_2^i (\xi - \alpha_i) + c_2^i (\xi - \alpha_i)^2 + d_2^i (\xi - \alpha_i)^3,$$

for \(\alpha_i \leq \xi < \alpha_{i+1}\). The number of unknowns is reduced by the periodic spline conditions. As before, \(\frac{\partial}{\partial x} \frac{\partial}{\partial s} = \frac{\partial}{\partial x} \frac{\partial}{\partial s} \frac{\partial}{\partial x} \frac{\partial}{\partial s} \). 

With this representation, higher-order integration techniques can be used without increasing the size of the linear system. Here we will compare results obtained using the trapezoidal rule and the four-point Gaussian quadrature.

We present results for \(N = 200\) points and \(\Delta x = 2\pi/N\). Fig. 8 shows graphs of errors in velocity at \(x = 0\), computed with \(\delta = 3\Delta s\), and the corresponding pressure at \(y = 0\). Notice that in the uncorrected case the velocity has errors of more than 20% near the boundaries, and the pressure shows even larger errors of 70%. The corrected velocity and pressure with \(\delta = 3\Delta s\) eliminate the leading error term and practically overlap the exact solution.

Fig. 9 shows the two-norm errors in the first velocity component \(u\) and pressure. The first corrections reduce the regularization error in magnitude by factors of 100 and more, and increase the order of convergence. Fig. 10 shows the log-log graph of \(\infty\)-norm error in the normal component of the force, \(F^p\). The exact normal force is equal to the jump in pressure across the boundary.

The advantage of using a higher-order integration method like Gaussian quadrature is apparent in Figs. 9 and 10. As discussed earlier in (14), for the larger values of \(\delta\), the quadrature error is overwhelmed by the regularization error and we observe no difference using either quadrature. However, as \(\delta\) decreases, the optimal regularization value depends on all terms in the error expression. A more accurate quadrature (e.g. Gaussian) leads to smaller optimal regularization value and smaller minimum error.

We can analyze the dependence of the total numerical error on the discretization size \(h\). To do this, we compute the power \(p\) in (14) as

---

Fig. 8. Error in velocity $u$ along the line $x = 0$ (left) and pressure along the line $y = 0$ (right).

Fig. 9. $\log_{10}$ of the two-norm error in velocity $u$ (left) and pressure $p$ (right) at points along different lines (dotted – uncorrected solution, dashed – corrected using trapezoidal rule, solid – corrected using Gaussian quadrature).

Fig. 10. $\log_{10}$ of the 1-norm error in the normal component of force $F_n$ on the boundary (dotted – uncorrected solution, dashed – corrected using trapezoidal rule, solid – corrected using Gaussian quadrature).
The results for $F^n$ using trapezoidal rule (TR) and Gaussian quadrature (GQ) are shown in Table 1. All computations are performed using corrections. The $\infty$-norm errors are shown for $N = 200$ and $N = 400$ points, i.e. $h$ and $h/2$, with $h = 2\pi/200$. The order $p$ is shown as $\text{pow}(h)$. For the smallest values of $\delta$ (top three rows), the discretization error is relatively large compared to the regularization error, so we may assume that the total error is dominated by the discretization error. By looking across one of these rows, we see that the error decreases dramatically when $h$ is reduced by a factor of two. This large rate of convergence is due to the high accuracy of the quadratures on a circle. We also notice that the Gaussian quadrature generally yields smaller errors than the trapezoid rule. As $\delta$ increases (rows four and above), the regularization error becomes dominant and the rows show that decreasing $h$ no longer has any effect since the total error is essentially all due to the regularization. This is supported by the fact that the values in columns three and six of the table (rows four and above) are nearly identical for the two quadrature rules. The fastest convergence will be achieved by decreasing $h$ and $\delta$ while keeping the ratio $\delta/h$ near the optimal value – in this case, $\delta/h \approx 3.0$ for TR and $\delta/h \approx 2.0$ for GQ.

4.3. Coupled problems

Next we present examples where Stokes flow is coupled to Darcy through the interface conditions. This is done by using the integral representation of Stokes quantities with boundary forces $f$, and Darcy quantities with the corresponding boundary forces $g$. Imposing all conditions at once results in a matrix system to be solved for $f$ and $g$ simultaneously. Once the forces are known, either flow can be computed using the corresponding force distribution.

![Setup for coupled problem](image_url)

**Fig. 11.** Setup for coupled problem. Arrows show velocities along the boundary.
4.3.1. Zero tangential velocity along the interface

Consider Darcy flow in $0 \leq x \leq 1$, $0 \leq y \leq 1$ and Stokes flow in $0 \leq x \leq 1$, $1 \leq y \leq 2$ with the exact solution

\[
p_D = \mu \left[ x(1-x)(y-1) + \frac{(y-1)^3}{3} \right] + 2\mu,
\]

\[
u_D = \left( (2x-1)(y-1), x(x-1) - (y-1)^2 \right),
\]

\[p_S = 2\mu y,
\]

\[\nu_S = (0, x(x-1)).\]

This solution satisfies continuity of normal components of velocity and normal force and the Beavers–Joseph–Saffman condition along the interface $y = 1$. We prescribe the velocity on the other boundaries and smooth out the corners for regularity of the boundary (see Fig. 11).

Referring to Fig. 11, the Stokeslet force field $f(s)$ is defined all around the Stokes domain while the Darcy force field $g(s)$ is defined on the boundary of the Darcy domain. Each boundary is represented by cubic splines through $N = 328$ nodes, so that the distance between adjacent nodes is $\Delta x = 0.0122$. The force fields in the corresponding domains are also represented by cubic splines and the node values are the unknowns to be solved for. Note that both force fields exist at the common interface. Parameters $\mu = 1$, $k = 1$, $\gamma = 100$ were used and $\delta = 3\Delta x$ and $\delta = \Delta x$ were taken for Darcy and Stokes respectively. Figs. 12 and 13 show errors in Darcy and Stokes velocities in each domain (notice the scale difference between corrected and uncorrected figures). Two-norms of these errors at points along the centerlines for different values of $\delta$ are given in Figs. 14 and 15. GMRES tolerances were taken as $10^{-4}$ for uncorrected and $10^{-6}$ for corrected solutions due to the convergence time constraints imposed by the matrix condition numbers. When the errors are above the tolerance, it can be seen that using corrections gives smaller errors and faster convergence.

![Fig. 12. Error in Darcy velocities without (left) and with (right) corrections.](image-url)
4.3.2. Non-zero tangential velocity along the interface

Consider the coupled problem with a slightly modified exact solution

\[ p_D = \frac{\mu}{k} \left[ x(1-x)(y-1) + \frac{(y-1)^3}{3} \right] + 2\mu x. \]

Fig. 13. Error in Stokes velocities without (left) and with (right) corrections.

Fig. 14. Coupled solution: two-norm error in Darcy velocities \( u \) (left) and \( v \) (right) along different lines (dashed – uncorrected, solid – corrected).

4.3.2. Non-zero tangential velocity along the interface

Consider the coupled problem with a slightly modified exact solution

\[ p_D = \frac{\mu}{k} \left[ x(1-x)(y-1) + \frac{(y-1)^3}{3} \right] + 2\mu x. \]
\[ u_0 = ((x - 1)(y - 1) - 2k) \frac{x(x - 1) - (y - 1)^2}{\sqrt{k}} \cdot x(x - 1) \]

\[ p_s = 2 \mu (x + y - 1), \]

\[ u_s = \left( (y - 1)^2 + (y - 1) + \frac{\sqrt{k}}{\gamma} \cdot x(x - 1) \right). \]
This solution now has a non-zero tangential velocity along the interface \( y = 1 \), and it should be determined from the Beavers–Joseph–Saffman condition.

Fig. 16 shows errors in Darcy and Stokes velocities along the centerlines of each domain. Parameters \( \mu = 1, k = 10^{-4}, \gamma = 10 \) were used and \( \delta = 3\Delta x \) was taken for both solutions, where for \( N = 328 \) points on each boundary Darcy and Stokes we have \( \Delta x = 0.0122 \).

The corrected errors are almost indistinguishable from zero compared to the uncorrected errors (they are about 1–2 orders smaller which can be seen from the following graphs). Also, from the graphs of error in \( v \) it can be seen that the continuity condition at \( y = 1 \) gives a much better agreement with the exact solution in the corrected case.

Note that along the interface \( y = 1 \), the Beavers–Joseph–Saffman condition gives \( u_3 = \frac{\mu}{k^2} \tilde{u}_l = \sqrt{k/\gamma} = 10^{-3} \), and the numerical error in the graphs is \( U_d - u_3 = 6.2 \times 10^{-5} \) and \( U_d - u_5 = 5.8 \times 10^{-7} \) at \((x, y) = (1/2, 1)\) in the uncorrected and corrected cases, respectively. \( u \) is the exact velocity and \( U \) is the computed solution. The exact Darcy velocity along the interface is \( u_0 = -2k = -2 \times 10^{-4} \), and we get errors \( U_d - u_0 = 1.4 \times 10^{-4} \) with uncorrected and \( U_d - u_0 = -1.7 \times 10^{-4} \) with corrected solutions. The Darcy error in the uncorrected case is of the same order as both the exact solution and the GMRES tolerance which is the smallest for the iterations to converge. With the corrected solution, we get better conditioned systems that converge faster and give more accurate solutions.

4.3.3. Discontinuous pressure along the interface

Next, we modify the exact solution so that the pressure is not continuous across the interface,

\[
p_d = \frac{\mu}{k} \left[ x(1-x)(y-1) + \frac{(y-1)^3}{3} \right] + 2\mu x + 2\mu \frac{\sqrt{k}}{\gamma},
\]

\[
u_0 = (2x-1)(y-1) - 2k x (x-1) - (y-1)^2,
\]

\[
p_s = \mu (2x+y-1),
\]

\[
u_s = \frac{1}{2} \left( (y-1)^2 + x(y-1) + x \frac{\sqrt{k}}{\gamma} x (x-1) - \frac{(y-1)^2}{2} - \frac{\sqrt{k}}{\gamma} (y-1) \right).
\]

The interface conditions are imposed as before. For the continuity of normal forces, the stress tensor needs to be computed for Stokes flow. To obtain the uncorrected expressions, the regularized Stokeslet is simply differentiated in \( x \) and \( y \), and the jumps in double layer parts are added in order to obtain correct solutions. To compute the stress components with higher accuracy, the derivatives of Stokes velocity are computed with corrections as shown in Section 3.2. This way, the forces at all points will be computed with uniform accuracy. Then the flow is computed throughout the domain as before. Again, we see the errors advancing from first order to second in \( \delta \) when using corrections. Using parameter values from the previous example, two-norms of these errors for different values of \( \delta \) are given in Figs. 17 and 18.

Fig. 19 shows the matrix condition numbers. In the coupled case, the matrix is not symmetric, and we use an iterative scheme like GMRES to solve it. The matrix is mostly dense and includes the coefficients of both Stokes and Darcy forces \( f \) and \( g \) that come from evaluating different flow quantities. The rows corresponding to the interface points are fully dense, with the first half columns being the coefficients of Stokes forces \( f \) and the rest being the coefficients of Darcy forces \( g \). For example, for the first component of Stokes velocity \( u \) in the uncorrected case, the \( i \)th row of the system has the following expression:

![Fig. 17. Coupled solution: two-norm error in Darcy velocities \( u \) (left) and \( v \) (right) along different lines (dashed – uncorrected, solid – corrected).](image-url)
whereas in the corrected case the matrix elements become

$$\mu u^i(x_i) = \sum_{k=1}^{N} f_k^1 M^1_k(x_i - x_k) + \sum_{k=1}^{N} f_k^2 M^2_k(x_i - x_k) = \sum_{k=1}^{N} f_k^1 M^1_k(x_i - x_k) + \sum_{k=1}^{N} f_k^2 M^2_k(x_i - x_k) + f_1^1 M^1_1(0) + f_2^2 M^2_2(0),$$

Here $u^i(x_i) = U^i(x_i) = u_{\text{exact}}(x_i)$ is the given velocity at the boundary point $x_i$. Notice that the coefficients of $f_i$ are the diagonal elements in the matrix. Adding the Correction_i(0) to these diagonal values keeps the condition number of the matrix bounded, therefore providing faster convergence of the iterative scheme. The condition numbers in the uncorrected case (dashed line in Fig. 19) grow exponentially as $\delta$ grows for a fixed discretization size $\Delta s$. Making the discretization more dense for a fixed regularization will have the same effect.

5. Conclusions

We have presented a numerical method for computing accurate solutions of coupled Stokes and Darcy's equations. The method assumes the boundary integral formulation for both flows. The traditional approach is based on regularizing the singular integrands and approximating the integrals by a simple quadrature. On an example of a translating sphere in three dimensions, we showed that application of this method to boundary value problems results in low accuracy of the solutions.
In the present work, the error due to regularization is corrected to the next order of accuracy. The singular integrals for Darcy and Stokes pressure, velocity, and velocity gradients in two dimensions are reformulated as single and double layer potentials. This allows the modifications to be more general and less geometry dependent. The numerical error then consists of error due to regularizing these potentials and then applying a standard discretization procedure. The regularization error is reduced by eliminating its largest term.

Various test cases were presented to show that results are consistent with theoretical predictions. In the first example, we computed Stokes flow in a channel driven by a uniform pressure gradient. Assuming the lower boundary as a porous boundary and assigning the slip boundary condition of Beavers–Joseph–Saffman gives a velocity profile that is non-zero at that boundary. Using corrected expressions, the slip velocity was calculated more accurately than with uncorrected expressions. The error as a function of regularization parameter $\delta$ reduces in magnitude and convergence increases from $O(\delta)$ to $O(\delta^2)$ with our method.

We tested the Darcy solution by prescribing an exact velocity on a circle. The kernels in the Darcy velocity have singularities of higher order, and we observe numerical errors in the uncorrected case as large as 20% in velocity and 70% in pressure. The corrections reduce the error by high factors of 100–1000, and accuracy increases by one order. Also, we compared results obtained using a trapezoidal rule and a four-point Gaussian quadrature. This affects the error due to discretization, which is most dominant for small regularization $\delta$. For large values of $\delta$ using a more accurate quadrature has negligible effect.

We applied the method to coupled problems and observed similar results. Using corrections reduces the errors by large factors. Also, the interface boundary conditions are satisfied with smaller errors.

The formulation of the method makes it general enough to be applied to any solutions of linear PDEs which can be represented as potentials. In this case, it is easier to address the error due to discretization and decrease the regularization error further. For potentials with given densities correction terms were derived by Beale and Lai [5] to increase the order of discretization and regularization errors from $O(h)$ and $O(\delta^2)$ to $O(h^2)$ and $O(\delta^3)$, respectively. An exponential regularization factor was used in those calculations. Corresponding correction terms for our regularization can be derived easily. Applying these corrections will give regularization errors of $O(\delta^3)$, so it will be important to correct the discretization error as well.

This method can be applied to other singular solutions of Stokes flow, like dipoles and rotlets, since they are derived by differentiating the Stokeslet. The Darcy velocity, for example, is a dipole. This procedure can also be used to compute stresses in Stokes flow. Since the velocity gradients are now computed with high accuracy. When using the uncorrected expressions, the jump across the boundary in the double layer potential has to be included into account for correct solution. Adding correction terms eliminates this need.

The equations we solve are steady state, but once the fluid velocity is known, the positions of the Lagrangian particles can be updated in time, thus extending the method to time-dependent problems.
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